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The Konstanz Information Miner

• Available at https://www.knime.org/

• KNIME is an open source data analytics platform. 

• Uses pipeline philosophy.

• Nodes for machine learning and data mining.

• Modeling, data analysis, visualization and reporting.

Berthold MR, Cebron N, Dill F & Gabriel TR. The Konstanz Information Miner. in Studies in Classification, Data
Analysis, and Knowledge Organization (GfKL 2007); 11: 319–326 (Springer, 2007)
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Data for this workshop

Please download files:

• Iris: https://ocw.mit.edu/courses/sloan-school-of-
management/15-097-prediction-machine-learning-and-
statistics-spring-2012/datasets/

• Walkey: 
https://data.enanomapper.net/substanceowner/FCSV-
319611C6-E7DA-3977-A5AC-EB74D49A4319/dataset

- Export as CSV

• Gene to Protein IDs Dictionary: distributed locally
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Getting Started

• 1st time users: Open KNIME, Enter Name of default workspace

• Returning users: Open KNIME, Select default workspace

• File ->New …

• New KNIME Workflow -> Next

• Type Name -> Finish
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What the interface looks like
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KNIME Windows (from View Menu)

• KNIME Explorer: Workflows saved previously

• Favorite Nodes: Most frequently used

• Node repository: All nodes available

• Outline: Map of current workflow

• Console: Messages from KNIME (warnings/errors)

• Node Description: Info about the node functionality and ports

• Workflow window

29 September 2016



Node Repository

• Nodes Under Categories 

• I/O, RDKit, KNIME Labs, Weka, etc…

• I/O contains readers and writers

• Drop down menu or type in search

• To insert into workflow

• Double Click on node or drag and drop

• Try CSV Reader 
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CSV Reader

• See: 

• What it does (Right: Node description)

• How to configure 

• Use iris.csv

• How to execute

• View results

• Connect to another node
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Statistics and Color Nodes
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Splitting for training/predicting

• Why do we split data?
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Task 1: Modelling a Dummy Dataset
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Scoring the model
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DIY: Linear Regression Example
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Clustering the Iris Dataset
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Writing Tables to Disc

• Helps save memory

• Takes longer for calculations
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Clear Memory after calculations

• File -> Preferences -> General -> Show Heap Status
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Dataset for Task 2

• http://pubs.acs.org/doi/abs/10.1021/nn406018q

• Made available at https://data.enanomapper.net/
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Row Filter to remove unwanted 

• Option: Include Rows by number
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Alternatively Use the Missing Value Node

• Type Missing into the Node repository

• Configure to remove rows when a missing value occurs
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Column Filter

• Remove Unwanted Properties

i.e. Element (Au in all entries)
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GroupBy node

• Groups per entries of a particular column or sets of columns

• If all columns are selected it is a essentially a check for 
duplicate rows

• In the second tab, one can select manual aggregation 
methods
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RegEx Split

• Separate NP ID based on dot

• (.*)[\.](.*)
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Deleting nodes (Highlight & Delete)
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Replace Gene IDs
with Protein IDs

• You will need Extract Column Header, Transpose, Cell Replacer 
and Insert Column Header

• Try to derive the correct configurations, call me if you are 
having issues 

29 September 2016



3 more useful nodes

• Auto-binner: helps with simplification/categorization, 
visualization and classification algorithms

• Information gain: can pinpoint significant properties linked to 
the class

• Rule engine: can create a new attribute based on a custom 
rule on one or more attributes
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Building simple models 

• Try to build a model using continuous and categorical Y

(preferably from WEKA: J48 and Linear Regression*)

• Use the scorer nodes to report accuracy/R^2

*make sure variable is switched to continuous 
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Cross Validation

29 September 2016



Task 3

• Build at least 3 different models using stratified 5 and 10-fold 
cross validation

• Report your best results
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If we have time – KNIME Variables 

• Can use entries as variables and vice versa

• For filtering based on attribute

• For Looping

• For writing multiple files

• etc.

• Right Click -> Show variable ports
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Variables in KNIME

• GroupBy Anionic/Cationic 

• Loop (Start/End)

• Make value a variable

• Use it to filter rows

(                                   )

• Check collected results

• (per iteration/last Col)
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